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1.Background

Today’s business environment is characterized piglrainpredictable change. Some changes bring
opportunities for the business, while others bdhgllenges and even threats. The business has to be
responsive and resilient, seamlessly taking adgandé opportunities while mitigating risks. Youfdanmation
technology (IT) infrastructure must be designedeoure data integrity and to ensure the contirafibusiness
operations in the event of an unexpected disruption

Business continuity is an overall plan to keemaflects of a business functioning in the midstsrugtive
events. Disaster recovery (DR) is a subset of legsicontinuity, focusing on the technology systtras
support business continuity.

@ == =]

Figure 1: Disaster recovery

Figure 1 illustrates a system with disaster recpver
1. During normal operation:
a. Customers use the live system.
b. The backup programs run in the background to saveammental information and
application data.
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2. When the live system goes down:
3. The backup system is restored from the backed t#p da
4. Customer can use the system again.

Disaster recovery consists of the policies andguaces that describe how to recover or continue the
technology infrastructure critical to an organiaatafter a natural or human-induced disaster. Usuhsaster
recovery consists of well-defined strategies tdkhgrthe primary data center and restore its data t
secondary data center.

Usually, the data center of a customer IT enviramngensists of various systems and environmentt as
Enterprise Resource Planning (ERP), Customer Raktip Management (CRM), and Human Resource
Management (HRM). The disaster recovery strategst mefine the general rules from a high level point
view, with detailed plans for each system. Eaclesganight be a complicated combination of softwaard
hardware deployments, each of which provides diffefunctionality. The disaster recovery for thetsyn
must take all components into consideration to idlkey& complete solution.

This document describes the disaster recovery Hodioa a business process management (BPM) and
business activity monitoring (BAM) production eroriment, including the installation, configuratiamd
underlying database. The recovery scope coverstbaly7.5 production environment and no other syste
and components that interact with it. In a compéetenario, the suggestions in this document woeld b
incorporated into the overall disaster recoveryutioent to provide a complete solution.

2.BPM topology and DR concepts

2.1 Production topology

The production environment described in this doaurensists of an IBM® Business Process Manager and
an IBM Business Monitor golden topology setup, Wmhéce located within the same cell of the Network
Deployment environment. The underlying databassipport Business Process Manager, the messaging
engine, Business Space powered by WebSphere®Ban@usiness Monitor are also regarded as partef th
production environment and included in the samevexy scope, because the whole production envirabhme
must be in a consistent state during the restoratimse.

2.2 Data classification

The production environment contains four typesaihdas illustrated in Figure 2.
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Server
RAM

Inflight: String variables, security tokens

Disc

Installation: Operating system, IBM
Business Process Manager, IBM
Business Monitor, database

Configuration: Table definitions, IBM
Business Process Manager and IBM
Business Monitor configuration, JDBC
resource configuration

Run time:Transaction logs, Database
table data

Figure 2: Data classification

* Installation data: Installation data is the data associated withribtllation of IBM Business Process
Manager and IBM Business Monitor, the underlyintatiase installation, and the operating system
(OS) data related to IBM Business Process ManagktBM Business Monitor. The installation data
does not change after initial installation.

» Configuration data: Configuration data is the data associated wittilprconfiguration, applications,
resource configuration of IBM Business Process Manand IBM Business Monitor, and related
database and table definitions. The configuratata dhanges when you install an application, craate
profile, generate a new cluster member, or makeratbnfiguration changes.

* Runtimedata: Runtime data is the data associated with trammsakigs, messages saved in the
database table, process instance information peisis the database table, and other persistent
business states. Runtime data changes continuabgb/the production environment is running.

* Maemory data: Memory data is the intermediate data kept insigenory.

Some kinds of data, such as operating system leitstal and configuration data, IBM Business Process
Manager and IBM Business Monitor installation datag database installation data, can be rebuilt or
reinstalled. Other kinds of data, such as transadtigs, application data, and configuration datdBM
Business Process Manager and IBM Business Monitast be recovered.

2.3 Recovery Scope

Recovery scope defines what resources are pathatlaup. In this case, the resources include IBMifss
Process Manager and IBM Business Monitor configomaruntime data, and all the customer data, ol
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customer applications and process templates atahtes. You should usually put all the files sushBiv
Business Process Manager and IBM Business Monitdenlying database files and all the profiles it
same volume group (for OS Snapshot) or consistgrayp (IBM San). This will affect your sizing resin
the disaster recovery plan.

2.4 Consistency

After a disaster and a successful recovery of thdyrtion system from backup, you must ensureytbat
have consistent data. For IBM Business Process ¢§#arend IBM Business Monitor, this consistency must
apply to all cell members. If one node in a celhisonsistent, the backup image and restore attesmptalid.
You must have crash consistency and applicatiosistamcy as defined below.

* Crash consistency: The bytes in the restoration match those atithe of the backup. In a shared,
multi-node environment, the data for the clustexssured to be in the same time sequence as the
writes.

* Application consistency: When the OS starts, there are no file systemvesgcerrors. Applications
are able to access data from the time of the bawhtinout failure. The applications recover in-fligh
transactions upon restarting.

2.5 Disaster recovery procedures

2.3.1 Overview

From the perspective of IBM Business Process Marage IBM Business Monitor, disaster recovery means
that the production environment can be restoréddsecondary data center through a well-defineéuma
method. Disaster recovery for IBM Business Proddgsager and IBM Business Monitor is supported tgtou
disk replication technology, which takes a snapsiitie original production environment, and ressoand
validates the data in the secondary data centéiustsated in Figure 3.
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Figure 3: Backup and restoration procedure

The figure shows that some backups might not weookerly after restoration. You need to identify afistard
those backups, and use only the valid ones.

You must have a comprehensive disaster recoveryl@éore you implement the disaster recovery plan.
Consider the Recovery Point Objective (RPO) andbRery Time Objective (RTO) based on your real
business needs.

Time

Normal | Pmma!hg Recovery Hcml’l’rnmslna
/\0 \0 \0\: O E \0 \0
Recovery Point Recovery Time
Objective Objective

Figure 4: RPO and RTO

Save Points

As illustrated in Figure 4, the Recovery Point &ive (RPO) defines how much data you can affolidge
between the original environment and the restorsit@nment. From a business perspective, a smiaf€d
means that fewer business transactions are logthwdhcritical for normal business operations abhieve a
smaller RPO, you must increase the frequency wititlivyou back up the production environment. Howeve
you must also consider the cost and effect of etjbackups on your production environment. Theemor

© Copyright IBM Corp. 2011 7



times you back up, the more copies you have to taiain

Recovery Time Objective (RTO) defines how long gan wait until the restored environment can comtinu
with normal processing. From a business perspegtoe may want to achieve different RTOs basedan y
own business needs. To define the appropriate Rdsider the work that must be done during disaster
recovery. Increasing the frequency of your bacldges not always lead to a smaller RTO. For exanfiiee
server startup takes 20 minutes, you cannot rediomyery time below 20 minutes, no matter how often
back up. You would have to re-architect your setoestart faster or get a faster machine.

Generally, you must define your RPO and RTO goatsmling to your business needs, and you can azhiev
those goals through regular IT operations.

2.3.2 Backup

A backup is a copy of the production environmeriefe are several ways to make a backup. Each method
imposes some constraints on the production envieonm@nd each presents some advantages and
disadvantages.

2.3.2.1 Simple server backup

The simple server backup approach uses a packagt@npression utility to back up the file systémthe
case of a distributed environment, you must bactheglata for each server separately.

Constraint
* No file system update operations are allowed dutiegentire recovery scope. This means that no
work can occur throughout the entire productioniramment during the backup.
Advantages
» Safe and consistent
* No additional requirements for underlying file sstconfiguration
Disadvantage
» Requires significant downtime because no activeklwad can occur during the backup

The simple server backup approach is illustratdeigure 5.
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Recovery Scope

Figure5: Simple server backup

2.3.2.2 OS snapshot

The OS snapshot approach captures the state ohaguproduction system at a specific point in time

Constraint

» The production system can write to only one filsteyn.
Advantages

e Supports hot backup without requiring a stoppagectifity

» Inexpensive, because it requires only OS snapsipgiost
Disadvantages

« Backup might not be consistent because of the load

» \Verification process is required to validate thekugp

The OS snapshot approach is illustrated in Figure 6

Recovery Scope

Single Serder Installation

@

Figure 6: OS snapshot

2.3.2.3 OS snapshot with shared file system

The OS snapshot approach captures the state ohanguproduction system at a specific point in timéth
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the support of a shared file system, the OS snapsimoback up a distributed production environmant.
example of a shared file system is the Network &ilstem (NFS) on UNIX.

Constraint
* Requires one dedicated server to act as the N8rser
Advantages
* Inexpensive, without requiring a special device
»  Supports hot backup without requiring a stoppagactitity
Disadvantages
* NFS might introduce performance bottlenecks becallisecess goes into the same file system
through the network
* NFS is a single point of failure because of ceizieal management

The OS snapshot with NFS support is illustrateHigure 7.

Recovery Scope

! upport /ll atabases

Figure 7: OS snapshot with NFS support

2.3.2.4 OS snapshot with storage system support

A storage system such as SAN can be used to praweatral repository of production environmenadat
From a functionality point of view, this approastie same as the OS snapshot with shared filemsyst
approach.

Constraint
» Requires special hardware support

Advantages
* Supports hot backup without requiring a stoppagactifity
» Designed for high availability and high performance
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* Most SAN systems support both periodic snapshatsgnchronous replication of data to a remote
site
Disadvantages
* More expensive
» Requires complicated configuration

The OS snapshot with storage system support agpisdtustrated in Figure 8.

Primary Data Center

.
N
-]
S
DGR Mes aglng

/ e / conti / Backilp Storape Array
. . e o =

Backug} Data Center

Data Replication

b
-

L]

S L
Application

Sarver Support Databases

Messaging

Figure 8: OS snapshot with storage system support

2.3.25 Summary

Each backup method has own constraints, advantageéslisadvantages. When you choose your methed, th
most important consideration is your business requents. For example, if a period of downtime iseptable,
the simple server backup is the best choice, bedaessures the consistency of your system.

To minimize your RPO, determine your ideal backgfiency by considering the business requiremeiks a
resources to take and maintain your backups.
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2.3.3 Restoration and verification

The objective of a backup is to restore data frorala backup to the secondary data center. Isasder
occurs in the primary data center, a valid backuptrhe available to restore to the secondary datter; so
that you can continue to provide business supperification of the restored data is very importdating the
backup and restore procedure.

2.3.3.1 Restoring data

Restoration is the process of rebuilding all oit pha backup to the corresponding secondary enwiemt.

| Installation

Storage System Remote Storage System
Backup N-1 Backup N-2 Backup N-3 Backup N-4 |

Figure 9: Restoration process

To restore the production environment to the seapnenvironment, complete the following steps:

1.

a bk wn

Reinstall the BPM installation data, including tB# Business Process Manager installation data and
the IBM Business Monitor installation data.

Reinstall DB2 and create the DB2 instance.

Restore the configuration data to all servers ftioenbackup configuration data.

Restore the runtime data to all servers by reptigahe backup runtime data.

Perform changes that are specific to the environnkar example, update the host name to reflect the
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secondary environment, or change the data sourdeyamation to point to the secondary database.
6. Validate the connectivity to the resources outsliderecovery scope.
7. To restart the environment:
Start the database server.
Start the deployment manager and node agents.
Start the message servers of IBM Business Procasggér.
Start the support servers of IBM Business Procemsdder.
Start the application servers of IBM Business Pseddanager.
Start the message servers of IBM Business Monitor.
Start the support servers of IBM Business Monitor.
Start the application servers of IBM Business Mamit
8. Verlfy the restored environment and determine wéeithis valid.
9. Recover in-flight transactions.
10. Redirect load to the new environment. (Usually gan set the same host name and IP address for the
secondary environment as for the primary envirortimiéns step depends on your backup policy. )
Important: To ensure the consistency of all data, the ratar must occur for the whole cell and underlying
database.

Se@ "o o0 oo

2.3.3.2 Verifying data

After you restore the backup of your productioniestvnent to the secondary data center, verify tie tb
determine whether the backup is a valid copy.

A failure, loss of data, or inconsistency from thstance level can be tolerated, but an abnorratd §tom the
system level or application level must be fixedtha latter case, the backup must be deemed invalid

To verify that the restored data in the secondaryrenment is valid, complete the following steps:

1. System level: Verify that the system-level services such asBthsiness Process Choreographer
container and the Human Task Manager containevarking properly. Verify that the messaging
engines for various buses can be started sucdgs3$tuperform these verifications, you can use the
System Health widget in Business Space.

2. Moduleand application level: Verify that the modules and applications canthetad successfully.
Verify that the process templates can be startechaity.

3. Processinstance level: Verify that the process instances are in a ctersistate.

4. Consistency level: Verify that the process instance state betwe&h Hisiness Process Manager and
IBM Business Monitor is consistent.

5. SCA level: Verify that synchronous and asynchronous invooafior Service Component Architecture
(SCA) can continue for processing.

6. Monitoring level: Verify that you see new instances in your monitashboards when you run new
process instances.

Generally, verification is relatively simple foralsystem, module, and application levels. However,
verification of the instance level might be mor#idult, because the number of instances mightdry large.
Use a real runtime scenario for the disaster regaest, which takes the backup of the runningansés and
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verifies that the specific instances are workingperly.

3. Installation and configuration consider ations

To ensure that your disaster recovery proceduresmoothly, consider the following factors when yastall
and configure operating systems, databases, argPfkeproduction environment.

3.1 Operating system considerations

Generally, you should ensure that the basic operatystem configurations for the primary and seaond
environments are the same. For example, if therdéiag operating system configurations in the prima
environment, there must be five operating systenfigorations in the secondary environment withshene
operating system version and file system hierariththe following examples, all operating systeme a
deployed with Red Hat Enterprise Linux.

3.1.1 Host name and | P configuration

Because the host name and the IP configuratiomeoptimary and secondary environments will appedoih
the database and the BPM configuration data, cordithe same IP and host name for each pair ofpyim
and secondary operating systems. If you do so, wienonfiguration and runtime data is moving fribra
primary environment to the secondary environmentjli not be necessary to update the IP and hasten
information inside the configuration file.

3.1.2 Snapshot support

If you want to back up the primary environment with affecting normal functioning, you need the &ddal
support of an OS snapshot. This section uses laswan example.

On the Linux platform, you can use Logical Volumamdgement (LVM). LVM provides a higher-level view
of the disk storage on a computer system tharrdlaétibnal view of disks and partitions. With LVIhe
system administrator has more flexibility in alling storage to applications and users by demainel. T
physical volumes of the disk are organized as Bgiolumes, and the file system is mounted on klgic
volumes. This organization allows the flexible atythamic management of the disk size of the fileesys
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Volume Group (VG)

Figure 10: LVM concept

When you use LVM support, the file system suppootscurrent backup while the file system is underga
write operation by snapshot. Without snapshot stptiee native backup of a large number of filesstones a
great deal of time. During this period of time, sofies might be updated because transactionsoatinaing
in the production environment, which means thataekup contains files saved at different pointsinme. If
any files are in an inconsistent state, the badkuot acceptable.
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To support the snapshot functionality through LMMu can use the Copy on Write (CoW) mechanism. The
following figure demonstrates the CoW concept.

Original copy of the data —» Wnte request to the original copy

created via snapshot copy for the unchanged data

Read request into the snapshot
copy for the changing data in

the original copy

Changed data in the original — ™
copy after snapshot 10t

o=
Q Loglcal copy of the data > Read request into the snapshot
===
=

Space reserved for thejsnapshot

Event sequence

Snapshot software

i Snapshot creates a logical copy of
the data, after application is frozen
for a very short period

2 Awrite request to the original copy
of the data results in a write of the
onginal data in the snapshot disk

~ area before the original copy is

Logical point-in-time copy ovenwritten

3. Aread into the logical copy is
redirected to the onginal copy;, if
the data is not modified

4, A reques! into the logical copy
of the data that is modified is
satisfied from the snapshot disk
area

Figure 11: CoW mechanism

3.1.2.1 Preparing the operating system before a snapshot

When you prepare for an OS snapshot, considetimving factors.

The/opt and/home directories must be vacant, because any dataiditactory will be destroyed when
you mount a directory. You can mount an extra @igk about 10 GB of vacant space, and then yowcoeate
a physical volume on it. After you extend the phgbsivolume to a volume group, you can create the ne
logical volume in the volume group.

To prepare the operating system before you takejpshiot, complete the following steps:
1. List the general information (PV, VG, LV) of therlLix operating system:
# pvdisplay
# vgdisplay
# Ivdisplay
2. List the disk information:
# fdisk-1
3. Create a physical volume on the disk partitionekample/dev/sda2

© Copyright IBM Corp. 2011 16



# pvcreate /dev/sda2

4. Extend the new physical volume to the volume group:
# vgextend VolGroup00/dev/sda2

5. Create a logical volume on the volume group:
#lvcreate —name homebackup —size 10G VolGroup00

6. Make the file system format for the new logicalwok:
#mkfs.ext3 /dev/VolGroup00/homebackup

7. Mount the logical volume to thlhome directory
# mount /dev/VolGroup00/homebackup/home /home

3.1.2.2 Taking an OS snapshot

To take an OS snapshot, complete the followingsstep
1. Take a snapshot of tileome directory. The snapshot is also a new logical mau
# Ivcreate -L1G -s -n homesnapshot /dev/VolGroup00/ homebackup
You can also use the GUI tool in the OS. For Retllitaux, it is Logical Volume Management.
2. To use the logical volume, create a directory utichert to store the snapshot files:
# mkdir /mnt/homesnapshot
3. Mount the snapshot logical volume to the new dasct
# mount /dev/VolGroup00/homesnapshot /mnt/homesnaps hot
4. If you no longer need a snapshot, unmount it antbwe it to save disk space:
# Ivremove /dev/VolGroup0O0/homesnapshot

You can also use other methods to create a snapdtesteach snapshot, you will need to compresanidl
then FTP it to the secondary environment. On thersgary environment, extract the snapshot filestasid
them, and then wait for disaster recovery. Alse,ltmger you keep the snapshot, the more disc spédee
taken up, so you should create snapshots peribdarad sort them based on your RPO.

3.1.3 NFSsupport

In a distributed environment, the data of the pobidm environment is distributed over several ofiega
systems. Without special configuration, during tiame, it is highly possible to get an inconsisteopy of the
entire environment even through a snapshot. Thisl@m might occur because the snapshot is perfoaned
the operating system level and the snapshot fterdift operating systems might correspond to tie sit
different points in time. A consistent copy of #ire environment is required to ensure the prbpbavior of
the system. Therefore, you need a method to makedpy consistent throughout the entire production
environment.

When you use a Network File System (NFS), usems dient computer can access files over the netasrik
the files were on their local server. In this aretiure, a file server is configured on one opegasystem,
which functions as the central repository for édls. The NFS client operating system can connébt tive file
server and mount the specific directory to thedéever. The NFS client operates transparentlyerdirectory
mapped on the file server.
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Figure 12: NFSarchitecture

When NFS is enabled, the configuration and ingtaliedata of the production environment can be igoméd
on a centralized NFS file server. In combinatiothvwtihe snapshot support of the file server opegatirstem,
you can create a consistent backup of the entiréyation system.

Before you create a snapshot, you must set upNB&rserver and clients.

3.1.3.1 Configuring the NFS server

The following example shows how to configure youi\server.
1. Create the directories that you want to mount #oNFS client directories, for example

/home/machinel ,/home/machine2 , and/home/machine3 . Make sure that these directories
have write authority.

2. Configure thdetc/exports file:
/home/machinel *(rw, sync)
/home/machine2 *(rw, sync, no_wdelay, nohide)
/home/machine3 *(rw, sync, no_root_squash)
/home/machine4 *(rw, sync, no_root_squash)
In this example, ththome/machine3 and/home/machine4 directories will be mounted to the
remote custom profile directory for IBM Business mitor. You must have theo_root_squash

parameter, or you will get an error (cp:failed tegerve ownership) when you create the custom
profile for IBM Business Monitor.
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3. Before the NFS service starts, fher t map service must be running. To check its statusthese
following command:
# service portmap status
4. Iftheport map service has stopped, use the following commarstatd it:
# service portmap start
5. To start or restart the NFS service, use one ofdlfmving commands:
# service nfs start
# service nfs restart
6. To make the NFS service start up automatically withsystem, use the following command:
# chkconfig --level 35 nfs on
7. To check the NFS export directories, use the fabgveommand. You can use this command on both
the NFS server and the NFS client:
# showmount —e %server_ip%

3.1.3.2 Configuring the NFS clients

For each NFS client, complete the following steps:

1. To mount the corresponding directory to the renNf& server, use the following commands:
#mount  %server_ip%:/home/machinel /home/dmgr
#mount  %server_ip%:/home/machine2 /home/db2
# mount  %server_ip%:/home/machine3 /home/customOl

2. Make these mounts start automatically with theesysto that you will not have to run these

commands every time that you start your system.
3. Repeat for all other NFS clients.

3.2 Database considerations

The underlying database must be included in theesaoovery scope of the BPM or BAM production
environment. In the examples in this document, BB&e underlying database type.

3.2.1 Installation

For the database installation in the primary emrinent, follow the instructions in the DB2 instailtet manual
to install and create the DB2 instance and reldtdbase users. For the secondary environmerall iD&2
with the same installation path and instance nasrie the primary environment and also the same names
and passwords used by DB2 in the system.

3.2.2 Configuration

The database configuration involves the creatioih@fdatabase and tablespace. For the primaryosment,
manually create all the necessary databases femntfisonment and set the database path to thetaliyeihat
is mounted on the NFS server. For the secondarnyagmmuent, mount the same directory of the databaseer
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on the NFS server. No configuration is requirecdbbefestoration.

3.3 Environment considerations

3.3.1 Installation

As the root user, when you install the BPM or BAM/eonment, there are no special instructionslfer t
primary environment. For the secondary environmemstall the environment with the same informatio
such as installation path, product version, andipkgvel, as in the primary environment.

3.3.2 Configuration

Configuration includes creating profiles and couafigg cluster environments. When you create profifethe
primary environment, the profile path must be ledat the directory that is targeted at the NFSesein the
secondary environment, the same directory of theesponding operating system must be mounted on the
NFS server. No configuration is required beforertstoration.

To configure the cluster environment, follow themal process of cluster configuration.

Figure 13 illustrates the entire test scenario gam

Production Environment
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Figure 13: Example of BPM with NFS
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This example contains a total of ten servers, fiweeach environment (NFS server, Machinel, Madine
Machine3, and Machine4). Each server except the $&r&r in the production environment has the déme
address and host name as the one in the primampement. The NFS servers in the two environmeatseh
different IP addresses and host names.

DB2 and IBM Business Process Manager are all iestdth the/opt/ibm  directory under their installation
servers. DB2 is installed on Machine2, IBM Businesscess Manager is installed on Machinel and Maehi
and IBM Business Monitor is installed on Machinktgchine3, and Machine4. For DB2, the databaseterkla
to IBM Business Process Manager and IBM Businessifdoare created undérome/db2 , and thedmgr

and custom profiles for IBM Business Process Managd IBM Business Monitor are created untheme .
Thedmgr files for IBM Business Process Manager and IBMiBess Monitor are created on Machinel, IBM
Business Process Manager custom profiles are dreat&achinel and Machine2, and IBM Business Manito
custom profiles are created on Machine3 and Madhine

Figure 14 provides more information about the seshario example. The structure in the figuress g
example. You can arrange your directories accorttirte requirements of your system.
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_ Thome/dmgr >
/home/custom
NFS
/home/machingl «eeeeeeeeedeerrerninnn K; /home j
/home/db2
/home/customO
/home/maching2 .---seeeeibe- NFS .............. » /home
_ /home/customO1
_ NFS
/home/maching3 - eeeeeeedberiinininnnfiseennnnn. » /home
| NFS /home/customO
/home/machined ...cccceeferiviiinnnnsferisaeennn. » /home

Figure 14: Example of BPM with NFS (Directory level)

With this structure, to back up all profiles andatese files, you can conveniently take a snapsfttbe

/home directory under the NFS server. Alternatively, yould separate the runtime and configuration data
and make snapshots for them individually. Keepbidekups as small as possible because otherwise your
processing time could be greater than your RPO.

4. Disaster recovery scenarios

In a real production environment, a backup occacerling to the backup schedule of the production
environment. The production environment might gotigh various states while the backup is takingepla
The following sections describe three typical scesaor backup and restoration.
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4.1 Configuration backup and restoration

After a configuration change such as creating élpr@onfiguring a deployment environment, or aikhg an
application, you need to back up the configuratiata of the primary environment. Then you needetifyw
whether the configuration change can be restorecessfully in the secondary environment.

To verify the data for this scenario, completeftiilowing steps:
1. After a configuration change, create a snapshtite@&nvironment.
2. Restore the snapshot to the secondary environment.
3. To verify the secondary environment, start the whaslvironment in an isolated environment that does
not share any resources with the primary envirorimen

After you verify the data, you should discover ttiet configuration changes are still valid in teeandary
environment. It is safe to take a snapshot of gomfition changes, because configuration changes are
protected through the backup and restoration proeed

4.2 Runtime backup and restoration

After you back up and restore the configuration amdime data, you need to verify whether the aurre
instances, such as long-running process instagked;running process instances, SCA invocatiotaites,
and IBM Business Monitor monitored instances, camdstored to the secondary environment. Thiseis th
most challenging scenario, and it requires speisign considerations.

* Because RAM data will be lost during the backup eestioration procedure, you must depend on
global transactions to keep data integrity.

* To ensure overall consistency, all modified resesiiaside the scenario design must be included in
the same recovery scope.

» For asynchronous invocation, you can get differeptay results because you can have different
settings on the transaction boundaries. Becaudeathgaction cannot pass through the boundary of
caller and partner, a separate transaction coistetjuired for both caller and partner, so thayttan
be restored through the DR procedure.

o : : :
@ .| CheclidrderHandlingFoliepforiutomati cAppr oval @ E|:| CheclfirderHandl ingPolieyforhutomaticApproval

. . . L]
Checl Order Handling Foliey for Auntomatic Approwa. .. Check Order Handling Poliey for Automatic Approval @ = r

.
@ % CheckCustomerhcconntStatus EJ
. d

Check Customer Acoount Status

1.1

oy .
@ 7. OrderHandling @ ‘Q OrderHandling 1
11

Order Handling Export 1.4

@ =i UpdatelrderDatabase E

Update Order Database

Order Handling
@ E=f CancelUrderandSend.NotificationE

Cancel Order and Send Hotification

Figure 15: Runtime and backup restoration scenario
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® The implementation for th€heckCustomerAccountStatus BPEL process from Figure 15 is
shown in Figure 16. It is a long-running procedse Transactional behavior fBeceive is Commit
After . ForSnippet , itisParticipates . Forinvoke , it is Commit After . So when you are
restoring in the backup environment, the stringSniippet andinvoke will be printed.

| |
oy

E.%] Receive

@ Snippet

¢$ Inwviole
[ Reply

U

Figure 16: Transaction setting for CheckCustomer AccountStatus

® The implementation for th€ancelOrderandSendNotification BPEL process from Figure 15 is
shown in Figure 17. It is a microflow, so by defahk transactional behaviorRarticipates
However, because the invocation stylelforokeNotification is synchronized and it is a one-way
invocation, only the strings iimvokeNotification will be printed in the backup environment.
| |
L
@] Beceive
I_EIQ Snippet
9[3’ cancelJrder

[% Snippet?
& InvokeNotification
B A=sign
Ll Reply
L
Figure 17: Transaction setting for CancelOr derandSendNotification

The testing scenario consists of the following step

1. TheOrderHandling  main process is a long-running process, whiclf iseontained in a global
transaction context. During the navigation, thedection might be demarcated by invocation or
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human task activity; however, for each partitidris istill wrapped by a global transaction.

2. TheCheckCustomerAccountStatus subprocess is a long-running process as the panfiee
main process, which is contained inside a glolaaidaction as well. It will be invoked through
asynchronous invocation.

3. TheUpdateOrderDatabase  subprocess is a short-running process as theepatftithe main
process, which is contained inside a global traimaand invoked through asynchronous invocation.

4. TheCancelOrderandSendNotification component is an SCA component and invoked as
asynchronous one-way.

To verify the data for this scenario, completeftiilowing steps:
1. Generate some load on the environment, and makelsalrsome instances are still running.
2. Take a snapshot of the environment.
3. Restore the snapshot to the secondary environment.
4. To observe the behavior of the restored environpstait the whole environment in an isolated
environment that does not share any resourcesthigtprimary environment.

After you verify the data, you should discover ttiegt running instances will continue for navigatiorihe
secondary environment as normal and the instaatesdrom IBM Business Process Manager and IBM
Business Monitor are consistent. Through the persi® and transaction support of the underlying
implementation, the running instances will contimoeun through the backup and restoration proadur

4.4. Scenario summary

For real production environment and applicatiomsci®s, you must test your backup and restoration
procedure, so that you can identify any probleras hight exist in your procedure.

When your primary environment comes back, perfoictean shutdown of the secondary environment and
move all the data back to your primary environm8&tdrt the primary system and switch all the cotioes
back.

S.Summary

You should now understand the concept of disastavery (DR), the DR procedure of a typical BPM or
BAM environment, and best practices for installatamd configuration when you set up an environrtieatt
will support DR. You should also be able to recagrdgommon scenarios that can occur through the DR
process.
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